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Abstract	
	 Amazon	product	review	data	serve	as	a	relatively	simple	way	to	gather	large	
amounts	of	data	regarding	consumer	opinions	on	products	over	time.	By	coupling	these	
review	data	with	a	sentiment	analysis	of	the	review	text,	a	time	series	analysis	can	then	be	
conducted	on	the	sentiment	of	these	reviews	over	time	to	learn	more	about	how	consumer	
opinions	change	as	time	goes	on.	In	decomposing	these	data	to	evaluate	their	trends	and	
seasonality,	it	was	determined	that	some	product	categories	do	indeed	see	overall	trends	in	
their	review	sentiment	or	the	volume	of	reviews	made	for	those	products	over	time.	
Similarly,	some	product	categories	also	show	a	seasonal	relationship	some	of	these	
variables	as	well.	These	results	could	then	be	used	to	learn	more	about	when	users	are	
more	or	less	likely	to	write	reviews,	as	well	as	how	their	opinions	of	products	may	change	
over	time,	which	may	in	turn	be	useful	for	businesses	hoping	to	increase	outreach	to	
customers	and	gain	more	feedback	from	reviewers.	

	

Introduction	
The	use	of	the	internet	in	today’s	world	allows	for	massive	volumes	of	data	to	be	

available	to	anyone.	Being	able	to	understand,	interpret,	and	analyze	this	data	can	then	be	
an	incredibly	powerful	tool	to	gain	knowledge	about	the	world	around	us,	and	understand	
patterns	we	hadn’t	previously	been	aware	of	or	even	anticipated.	One	project	of	this	type,	
conducted	by	Grobe,	Kretzler,	and	Temkin	(2021),	made	use	of	publicly	available	Amazon	
review	data	to	evaluate	the	overall	sentiment	of	the	reviews	to	better	understand	which	
aspects	of	products,	as	well	as	which	product	types,	consumers	were	most	compelled	to	
write	reviews	about	online.	Combining	the	compound	sentiment	with	these	classifications,	
they	were	able	to	gain	a	better	sense	of	which	product	aspects	and	product	categories	had	
the	strongest	sentiment	and	largest	volume	of	reviews	associated	with	them.		

Sentiment	analysis	itself	is	an	incredibly	interesting	and	complex	issue	itself,	as	
computers	are	able	to	extract	meaning	and	value	from	written	words.	Since	these	words	
can	even	be	difficult	for	humans	to	interpret	at	times,	added	complications	such	as	
misspellings	or	idioms	can	make	it	difficult	for	a	computer	to	extract	the	true	meaning	as	



well.	In	this	way,	sentiment	analysis	does	have	quite	a	few	shortcomings,	however,	it	still	
has	value	and	should	not	be	entirely	disregarded	(Balaji	et	al.	2017).	Instead,	it	should	be	
used	as	a	sort	of	estimate,	giving	a	rough	guess	of	the	true	sentiment	for	a	given	block	of	
text.	One	such	use	for	this	type	of	sentiment	analysis	is	combining	it	with	time	series	data	
in	order	to	forecast	sentiment	over	time	(Liapis	et	al.	2021).	Performing	this	type	of	
analysis	on	Amazon	review	data	in	particular	is	also	not	unheard	of,	and	can	help	provide	
added	information	about	the	content	of	the	review	(Mukherjee	et	al.	2019).	

	 Forecasting	is	a	method	of	predicting	future	values	in	a	time	series,	and	has	been	
applied	to	Amazon	review	data	previously,	for	instance	to	predict	future	ratings	of	
products	(Woo	&	Mishra	2020).	There	are	also	a	wide	range	of	methods	available	to	
achieve	this	forecasts,	which	depend	in	large	part	upon	how	far	into	the	future	one	is	
planning	to	forecast	(Hagan	&	Behr	1987,	Hippert	et	al.	2001).	These	methods	range	from	
simple	naïve	methods	such	as	carrying	the	last	value	forward,	to	neural	networks,	to	even	
deep	learning	algorithms	(Lara-Benítez	et	al.	2021,	Hippert	et	al.	2001).	In	this	way,	we	are	
able	to	not	only	extract	meaning	through	text	like	the	review	data,	but	also	attempt	to	see	
into	the	future	in	regards	to	future	values	of	these	sentiments.	

	 In	conducting	this	forecasting,	another	possible	step	in	the	time	series	analysis	is	
decomposing	the	data	into	three	pieces:	the	trend,	seasonality,	and	remainder.	This	method	
allows	us	to	evaluate	each	of	these	pieces	separately	from	each	other,	in	order	to	learn	
more	about	the	respective	relationships	(Makridakis	1978).	These	relationships	can	also	be	
either	additive	or	multiplicative,	depending	on	whether	they	increase	over	time	or	if	the	
magnitude	is	relatively	constant	(Mbuli	et	al.	2020).	In	addition	to	forecasting,	this	
decomposition	of	the	data	helps	to	gain	a	better	understanding	of	the	various	relationships,	
or	lack	thereof,	it	may	have	with	time.		

	 Picking	up	more	or	less	where	Grobe,	Kretzler,	and	Temkin	(2021)	left	off,	this	
project	aims	to	combine	the	aforementioned	methods	of	forecasting	and	decomposition	
with	the	sentiment	analysis	on	Amazon	review	data	in	order	to	gain	an	understanding	any	
relationships	that	may	exist	between	review	sentiment	over	time,	as	well	as	the	number	of	
reviews	over	time.	These	variables	will	be	analyzed	both	for	the	data	set	as	a	whole,	and	
within	each	of	the	24	product	review	categories	to	determine	if	any	interesting	features	
such	as	overall	trends	or	seasonal	relationships	are	apparent,	and	if	so,	what	those	various	
relationships	mean	and	how	they	could	be	used.	

	

Methods	
	 The	raw	data	obtained	from	He	&	McAuley	(2016)	featured	nearly	83	million	
Amazon	reviews,	resulting	in	over	18	GB	of	data.	Due	to	the	time	and	space	complexity	of	
this	raw	data	set,	it	was	then	reduced	to	a	subset	of	roughly	one	hundred	thousand	reviews,	
equally	distributed	across	the	24	product	categories,	resulting	in	over	four	thousand	
reviews	per	category.	This	allowed	for	reasonably	large	sample	sizes	in	total	as	well	as	
across	categories,	while	also	reducing	the	time	and	space	complexity	of	the	data	to	be	much	
more	manageable	for	use	on	a	personal	computer.		



	 Once	the	subset	was	obtained,	a	sentiment	analysis	was	conducted	using	the	VADER	
sentiment	analyzer.	This	allowed	for	a	compound	sentiment	to	be	recorded	for	the	content	
of	each	review	in	the	subset.	The	compound	sentiment	ranges	from	-1	to	1,	where	a	value	of	
-1	equates	to	entirely	negative	sentiment,	while	1	equates	to	entirely	positive	sentiment.	
The	compound	sentiment	was	determined	to	be	the	most	useful	metric	for	this	
investigation	due	to	its	ability	to	provide	insight	into	both	positive	and	negative	sentiment	
in	the	form	of	a	single	value.	Further	information	regarding	the	data	subsetting	process	and	
sentiment	analysis	up	to	this	point	can	be	found	in	Grobe	et	al.	(2021).		

	 The	data	were	then	analyzed	across	all	categories	and	within	each	of	the	24	
categories	through	exploratory	data	analysis,	or	EDA.	In	particular,	the	EDA	focused	on	the	
number	of	reviews	over	time,	as	well	as	the	compound	sentiment	over	time,	to	help	
determine	whether	any	relationships	may	exist	between	these	values	and	time.		

	 One	key	feature	to	the	data	which	revealed	itself	during	the	EDA	was	the	drastic	
increases	in	the	number	of	reviews	over	time	for	all	categories,	as	shown	below	in	Figure	1.	
Since	the	data	run	from	roughly	1998	until	2014,	it	makes	logical	sense	that	this	type	of	
trend	of	the	number	of	reviews	would	be	apparent,	largely	due	to	the	rise	in	popularity	and	
accessibility	of	the	internet	over	the	course	of	this	timeframe.		 	

	 As	a	result	of	this	increase	in	the	total	number	of	reviews,	it	was	determined	that	the	
low	sample	sizes	earlier	in	the	dataset	compared	with	the	larger	sample	sizes	later	in	the	
data	set	may	result	in	some	confounding	due	to	the	expected	high	variability,	particularly	
since	these	trends	became	even	more	visible	when	viewed	for	each	individual	data	
category,	as	opposed	to	the	data	set	as	a	whole.	To	help	mitigate	these	effects,	the	data	
were	then	further	subsetted	to	only	evaluate	the	6	year	period	ranging	from	January	1,	
2008	through	January	1,	2014,	when	all	categories	have	generally	consistently	larger	
sample	sizes.		

	 The	next	step	in	the	EDA	was	to	then	check	the	data	for	any	potential	trends	and	
seasonality	over	time.	To	evaluate	this,	scatterplots	were	created	for	compound	sentiment	
over	time	both	for	the	entire	subset,	as	well	as	for	each	product	category	within	the	
aforementioned	6	year	timeframe.	To	aid	in	the	evaluation	of	seasonality,	vertical	lines	
were	also	included	in	these	plots	at	each	new	year,	to	help	make	yearly	seasonal	trends	
more	apparent.	To	evaluate	any	trend	or	seasonality	in	the	number	of	reviews	over	time,	
histograms	were	created	for	the	number	of	reviews	for	the	data	overall	as	well	as	by	
category	over	the	6	year	timeframe,	binned	by	month.	The	results	of	this	part	of	the	EDA	
can	be	shown	in	Figures	1	and	2	below.	

	 Using	the	results	of	the	EDA	to	help	inform	the	next	steps	of	the	analysis,	the	time	
series	data	were	then	decomposed	into	the	three	parts:	trend,	seasonality,	and	remainder	
(also	referred	to	as	residual).	In	particular,	all	decompositions	were	assumed	to	be	additive	
(rather	than	multiplicative)	due	to	little	evidence	from	the	EDA	results	of	seasonal	effects	
changing	over	time	relative	to	any	trend	in	the	data.	It	was	also	determined	at	this	point	in	
the	investigation	that	little	to	no	significant	effect	was	apparent	on	the	trend	of	the	number	
of	reviews,	either	in	total	or	within	the	product	categories,	over	time	beyond	the	previously	
mentioned	increase.	Therefore,	the	volume	of	reviews	was	only	examined	further	for	



seasonality,	with	trend	and	seasonality	both	examined	for	the	compound	sentiment	within	
review	categories.	

	 As	a	sort	of	secondary	exploratory	analysis,	the	sentiment	data	for	each	of	the	24	
categories	were	all	decomposed	into	these	three	portions,	and	scatterplots	of	the	sentiment	
trend	as	well	as	autocorrelation	plots	were	created	to	help	evaluate	trend	and	seasonality,	
respectively.	In	product	categories	which	appeared	to	have	a	strong	trend,	as	evidenced	by	
the	autocorrelation	plot,	the	data	were	detrended	and	the	analysis	was	performed	again,	to	
aid	in	isolating	any	seasonal	effect	that	may	be	present	separate	from	the	trend.	These	
results	are	shown	below	in	Figure	4.	

	 Finally,	the	help	extract	further	meaning	and	interpretability	from	the	results,	the	F	
statistics	for	trend	and	for	seasonality	were	calculated	for	each	of	the	24	product	
categories.	These	values	were	then	used	to	rank	the	product	categories	and	help	quantify	
which	showed	the	strongest	and	weakest	trends	and	seasonal	effects.	The	results	of	this	are	
shown	in	Tables	1	and	2	below.	

	

Results	
	 As	mentioned	above,	the	first	step	in	the	EDA	was	to	evaluate	the	total	number	of	
reviews	and	the	compound	sentiment	of	those	reviews	across	all	24	product	categories.	
These	overall	results	for	compound	sentiment	are	shown	below	in	Figure	1.	

	

Figure	1.	The	compound	sentiment	review	for	the	subset	of	one	hundred	thousand	reviews	
across	all	24	categories	for	the	full	timeframe	of	the	data,	from	1998	through	2014.	

	



	 In	the	plot	above,	we	see	considerable	variation	in	the	sentiment	values	earlier	on	in	
the	data	set,	and	less	variation	later	on,	particularly	after	2008.	This	variation	is	related	to	
the	total	number	of	reviews	per	month,	as	shown	below	in	Figure	2.	

a.	 	

b.	 	

Figure	2.	Subplot	a	depicts	the	total	number	of	reviews	per	month	across	all	24	product	
categories	for	the	entire	range	of	the	data,	from	1998	through	2014.	Subplot	b	shows	a	

zoomed	in	portion	of	that	plot	when	the	review	numbers	are	generally	higher,	from	January	1,	
2008	through	January	1,	2014.	



	

	 As	is	shown	in	subplot	a	of	Figure	2	above,	the	total	number	of	reviews	are	very	low	
earlier	on	the	data	set,	particularly	over	the	course	of	the	first	five	years	or	so.	The	number	
of	reviews	sees	a	steady	increase	over	the	course	of	the	2000s,	however,	with	generally	
very	high	volumes	of	reviews	over	the	last	couple	years	of	the	data	set.	To	help	account	for	
this,	as	well	as	the	associated	variations	in	variability	depicted	in	Figure	1,	further	analysis	
will	be	conducted	using	only	the	subset	shown	in	subplot	b,	from	2008	to	2014.	
Additionally,	further	analysis	of	the	volume	of	reviews	within	categories	across	this	time	
period	yielded	results	which	looked	fairly	similar	to	the	overall	number	of	reviews	as	
depicted	in	subplot	b.	For	this	reason,	it	was	determined	that	the	presence	of	any	type	of	
trend	or	seasonality	related	to	product	category	is	very	unlikely,	and	for	that	reason	the	
remainder	of	the	analysis	will	instead	focus	on	compound	sentiment.	

	 For	the	next	portion	of	the	analysis,	the	data	were	evaluated	for	the	presence	of	
trends	or	seasonality	in	the	compound	sentiment	within	each	product	category.	As	a	way	to	
quantify	the	strength	of	the	trends	and	seasonality,	the	F	statistic	for	the	two	respective	
features	were	calculated	for	each	of	the	product	categories.	Shown	below	in	Table	1	are	the	
10	strongest	and	10	weakest	product	categories	for	trends,	and	in	Table	2	the	same	for	
seasonality.	

	

Table	1.	On	the	left	side	of	the	table	are	given	the	product	categories	with	the	strongest	trends	
for	compound	sentiment	according	to	their	corresponding	F	statistic,	with	the	F	statistic	on	
the	right	and	the	product	category	name	on	the	left.	In	the	same	format	are	those	with	the	

weakest	trends,	shown	on	the	right.	

	

Strongest trends: 

0.938    Amazon_Instant_Video 

0.913    Beauty 

0.910    Sports_and_Outdoors 

0.901    Cell_Phones_and_Accessories 

0.894    Tools_and_Home_Improvement 

0.886    Grocery_and_Gourmet_Food 

0.875    Health_and_Personal_Care 

0.866    Patio_Lawn_and_Garden 

0.864    Automotive 

0.861    CDs_and_Vinyl 

Weakest trends: 

0.011    Apps_for_Android 

0.469    Books 

0.678    Movies_and_TV 

0.731    Musical_Instruments 

0.756    Pet_Supplies 

0.783    Digital_Music 

0.784    Toys_and_Games 

0.799    Video_Games 

0.801    Kindle_Store 

0.807    Baby 



	

Table	2.	On	the	left	side	of	the	table	are	given	the	product	categories	with	the	strongest	
seasonality	for	compound	sentiment	according	to	their	corresponding	F	statistic,	with	the	F	
statistic	on	the	right	and	the	product	category	name	on	the	left.	In	the	same	format	are	those	

with	the	weakest	seasonality,	shown	on	the	right.	

	

	 The	results	shown	here	in	Tables	1	and	2	are	able	to	reaffirm	and	quantify	much	of	
what	was	suggested	by	the	EDA,	particularly	in	terms	of	which	product	categories	showed	
results	of	a	seasonal	effect	and	which	did	not.	

	 Finally,	to	help	visualize	some	of	these	results	shown	in	the	above	tables,	plots	were	
created	which	isolated	the	trend	and	seasonality	for	the	product	categories.	Some	of	the	
most	significant	of	these	plots,	as	evidenced	by	the	above	F	statistics,	are	shown	below	
starting	with	Figure	3.	

Strongest seasonalities: 

0.668    Apps_for_Android 

0.580    Patio_Lawn_and_Garden 

0.554    Electronics 

0.521    Clothing_Shoes_and_Jewelry 

0.453    Movies_and_TV 

0.411    Toys_and_Games 

0.364    Tools_and_Home_Improvement 

0.357    Pet_Supplies 

0.342    Musical_Instruments 

0.341    CDs_and_Vinyl 

 

Weakest seasonalities: 

0.173    Amazon_Instant_Video 

0.209    Baby 

0.212    Automotive 

0.252    Kindle_Store 

0.263    Health_and_Personal_Care 

0.263    Digital_Music 

0.266    Home_and_Kitchen 

0.268    Sports_and_Outdoors 

0.270    Books 

0.273    Beauty 



a.	 	

b.	 	

Figure	3.	Sample	plots	of	trends	for	individual	product	categories.	Subplot	a	shows	the	trend	
for	Amazon	Instant	Video,	which	had	the	largest	trend	F	statistic	as	shown	in	Table	1,	while	
subplot	b	shows	the	trend	for	Apps	for	Android	which	had	the	weakest	trend,	also	shown	in	

Table	1.	

	

	 The	results	of	the	graphs	shown	above	in	Figure	3	ultimately	match	the	results	
present	for	the	F	statistics	displayed	in	Table	1.	Specifically,	it	is	clear	that	Electronics	in	



subplot	a	has	a	very	strong	positive	trend	in	the	sentiment	over	time,	ranging	about	0.2	in	
the	compound	sentiment	overall	and	about	0.15	from	the	beginning	of	the	interval	to	the	
end.	By	contrast,	subplot	b	shows	some	fluctuation	in	the	compound	sentiment,	although	
generally	very	little	change.	In	particular,	the	maximum	change	for	this	product	category	is	
only	about	0.1,	and	has	a	relatively	small	net	change	from	the	beginning	of	the	interval	to	
the	end.	These	results	are	consistent	with	the	F	statistics	given	in	Table	1.	

	 To	evaluate	the	seasonality	of	these	categories,	autocorrelation	plots	were	
generated.	Some	categories,	however,	featured	not	only	a	strong	seasonal	effect,	but	a	
strong	trend	as	well.	This	was	most	apparent	in	evaluating	the	number	of	reviews,	due	to	
the	strong	positive	trend	in	the	overall	number	of	reviews	as	time	went	on.	In	the	event	of	a	
strong	trend,	the	data	for	that	product	category	were	“detrended”	in	order	to	isolate	any	
seasonal	effect	that	may	exist	independent	of	the	trend.	Figure	4	shows	sample	results	of	
this	process.		

a. 	



b.	 	

c.	 	

Figure	4.	Depicted	in	these	three	subplots	is	the	process	of	detrending	the	data	in	order	to	
evaluate	seasonality.	Subplot	a	depicts	the	autocorrelation	plot	for	Office	products,	which	
shows	a	very	clear	downward	trend,	which	in	turn	dampens	the	potential	seasonality	in	the	
data.	Subplot	b	shows	this	original	data	in	blue	with	the	detrended	data	in	orange.	The	

detrended	data	is	centered	around	zero,	eliminating	any	changes	in	the	sentiment	over	time.	



Subplot	c	finally	shows	the	autocorrelation	plot	as	is	shown	in	subplot	a,	but	run	on	the	
detrended	data.		

	

	 The	transformation	in	Figure	4	shown	between	subplots	a	and	c	allows	for	any	
seasonality	to	be	isolated	from	the	trend,	and	account	for	the	increase	in	number	of	
reviews	over	this	time	period.	This	same	process	was	repeated	for	all	product	categories	
which	showed	this	similar	trend.	Not	all	product	categories	had	a	significant	trend	of	this	
type,	however,	and	therefore	did	not	need	to	undergo	this	detrending	transformation.	

	 Further	evaluation	of	the	seasonality	of	number	of	reviews	showed	some	significant	
seasonal	effects	within	some	of	the	categories.	One	such	example	is	shown	below,	in	Figure	
5.		

a.	 	

b.	 	



Figure	5.	Autocorrelation	plots	depicting	clear	seasonal	effects	for	product	categories	which	
did	not	require	detrending.	Subplot	a	depicts	this	for	Patio	products,	while	subplot	b	depicts	it	

for	Movies	and	TV.	

	 As	is	depicted	in	both	subplots	of	Figure	5	above,	some	product	categories	did	
exhibit	clear	seasonal	fluctuations	in	the	volume	of	reviews	across	the	time	period	
examined,	which	could	be	indicative	of	people	being	more	or	less	likely	to	write	reviews	for	
certain	kinds	of	products	during	certain	points	of	the	year.	

	 Similar	plots	were	created	to	display	those	categories	with	a	strong	seasonal	effect	
for	compound	review	sentiment	as	well.	Figure	6	below	shows	plots	of	some	of	the	
stronger	seasonal	effects	for	sentiment.	

a.	 	



b.	 	

Figure	6.	Autocorrelation	plots	for	some	of	the	stronger	seasonal	effects	for	compound	
sentiment	review	within	the	six	year	period.	Subplot	a	depicts	the	seasonality	for	Apps	for	

Android,	which	had	the	strongest	seasonal	effect	as	shown	in	Table	2.	Also	shown	in	subplot	b	
is	an	autocorrelation	plot	for	Patio	products,	which	had	the	next	strongest	seasonality.	

	

	 While	the	seasonal	results	shown	above	in	Figure	6	do	not	appear	to	be	quite	as	
strong	some	of	the	effects	for	volume	of	reviews	as	shown	in	Figure	5,	they	do	still	indicate	
that	there	could	be	possible	fluctuations	in	overall	sentiment	over	the	course	of	a	year.	

	

Discussion	
	 As	has	been	shown	above,	certain	product	categories	do	depict	clear	trends	and/or	
seasonal	effects	in	the	volume	of	Amazon	reviews	written	about	them,	or	in	the	overall	
sentiment,	positive	or	negative,	for	those	reviews.	Products	in	the	Movies	and	TV	category,	
for	instance	showed	a	very	clear	seasonal	effect,	indicating	that	there	are	certain	points	in	
the	year	at	which	people	are	more	or	less	likely	to	write	a	review	for	products	within	that	
category.	Similarly,	the	Electronics	category	showed	a	very	clear	positive	trend	over	the	six	
year	period	that	was	analyzed,	indicating	that	in	general,	the	overall	sentiment	for	those	
types	of	products	has	been	increasing,	possibly	indicating	an	increase	in	quality	and	overall	
customer	satisfaction	with	those	types	of	products.	This	same	product	category	also	
showed	a	potential	seasonal	relationship	between	review	sentiment	and	time,	indicating	
that	certain	times	of	the	year	could	actually	result	in	generally	more	positive	or	more	
negative	sentiments	being	written	about	products	within	that	category.			

	 This	type	of	analysis	and	the	results	from	it	could	be	incredibly	useful	to	businesses,	
particularly	in	terms	of	their	marketing	teams.	If	businesses	are	able	to	isolate	when	



customers	are	more	likely	to	write	a	view	using	any	seasonality	that	may	be	present	for	
that	type	of	product,	they	may	be	able	increase	the	feedback	that	they	receive	on	their	
product,	which	may	also	be	used	not	only	as	a	way	to	help	improve	the	product,	but	also	as	
a	means	to	increase	exposure	and	others	learn	about	the	product,	and	potentially	buy	it	as	
well.	Similarly,	being	able	to	predict	when	reviewers	might	leave	generally	more	positive	
comments	may	be	a	way	for	businesses	to	help	increase	something	like	a	product	rating,	
while	avoiding	reaching	out	to	potential	reviewers	during	a	period	in	which	their	review	is	
more	likely	to	be	negative.	This	type	of	review	and	analysis	could	be	particularly	useful	to	
small	businesses,	which	likely	do	not	have	the	capabilities	for	any	kind	of	formal	marketing	
team	or	large-scale	outreach.	By	using	this	type	of	analysis,	they	could	help	determine,	
particularly	through	the	use	of	seasonal	effects,	when	might	be	the	most	efficient	time	
period	to	focus	their	efforts	on	outreach	in	order	to	receive	review	feedback	from	
consumers.		

	 As	was	mentioned	previously,	it	should	be	noted	that	sentiment	analysis	is	not	
perfect,	and	in	fact	has	a	lot	of	shortcomings	associated	with	it.	While	these	types	of	
shortcomings	are	essentially	unavoidable	when	working	with	any	kind	of	sentiment	
analysis,	this	should	still	be	kept	in	mind	when	interpreting	these	results.	Additionally,	
these	analyses	were	conducted	on	a	subset	of	one	hundred	thousand	reviews,	which	was	
then	further	reduced	to	a	subset	spanning	six	years.	As	mentioned,	these	subsets	were	
created	to	aid	in	time	and	space	complexity,	particularly	since	these	analyses	were	being	
run	on	a	personal	laptop.	Ideally,	these	analyses	should	be	executed	on	the	entire	available	
data	set	(just	under	83	million	total	reviews),	in	order	to	use	as	much	information	as	
possible	to	learn	about	the	trends	and	seasonal	relationships	in	the	data.	While	that	type	of	
analysis	was	not	practical	for	this	particular	project,	using	the	entire	data	set	could	have	
useful	and	interesting	effects,	including	altering	some	of	the	relationships	which	were	
discussed	here.	In	this	way,	it	is	important	to	bear	in	mind	that	despite	efforts	to	extract	a	
representative	sample	from	the	total	data	set	of	83	million	reviews,	it	is	possible,	and	even	
likely,	that	important	information	was	left	out	of	the	subset,	which	could	ultimately	
influence	the	results.		

	 Finally,	there	are	several	directions	a	project	of	this	type	could	take	in	the	future.	In	
particular,	a	deeper	dive	into	forecasting	to	better	analyze	the	trends	and	seasonal	
relationships	and	extrapolate	those	relationships	to	future	values	could	be	of	use	for	being	
able	to	apply	these	data	to	something	like	a	marketing	strategy.	Additionally,	it	could	be	
worthwhile	to	examine	this	data	set	in	conjunction	with	other	data	to	help	evaluate	for	
possible	confounders	which	could	contribute	to	the	trends	or	seasonal	relationships	which	
showed	up	as	a	result	of	these	analyses.	One	example	of	this	is	using	GDP	data	to	evaluate	
the	relationship	between	review	sentiment	and	GDP,	as	was	examined	by	Grobe	et	al.	
(2021).	This	type	of	analysis	could	also	aid	in	better	forecasting	results,	if	that	avenue	is	
pursued	further	as	well.	
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